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  1. Introduction 

 We routinely make moral judgments about the rightness of acts, the badness of outcomes, 
or people’s characters. When we form such judgments, our attention is usually fi xed on the 
relevant situation, actual or hypothetical, not on our own minds. But our moral judgments 
are obviously the result of mental processes, and we often enough turn our attention to 
aspects of these processes—to the role, for example, of our intuitions or emotions in shap-
ing our moral views or to the consistency of a judgment about a case with more general 
moral beliefs. 

 Philosophers have long refl ected on the way our minds engage with moral questions—
on the conceptual and epistemic links that hold between our moral intuitions, judgments, 
emotions, and motivations. This form of armchair moral psychology is still alive and well, 
but it’s increasingly hard to pursue it in complete isolation from the growing body of 
research in the cognitive science of morality (CSM). This research is not only uncovering 
the psychological structures that underlie moral judgment but, increasingly, also their neural 
underpinning—utilizing, in this connection, advances in functional neuroimaging, brain 
lesion studies, psychopharmacology, and even direct stimulation of the brain. Evidence from 
such research has been used not only to develop grand theories about moral psychology but 
also to support ambitious normative arguments. 

 Needless to say, these normative arguments are contentious, as is, more generally, the rela-
tion between the CSM and traditional philosophical accounts of moral judgment. Where 
some assert that empirical evidence could resolve longstanding ethical debates (see, e.g., 
 Churchland, 2011 ;  Greene, 2008 ,  2016 ), others argue that neuroscience has no normative 
signifi cance whatsoever ( Berker, 2009 ). 

 The aim of the present chapter is to bring a measure of increased clarity to this debate. 
We will proceed as follows. We shall begin with general refl ections about the potential 
bearing of neuroscience on moral epistemology. Focusing on the issue of the reliability of 
our moral judgments, we shall suggest that neuroscientifi c fi ndings have limited epistemic 
signifi cance considered on their own; they are likely to make an epistemic difference only 
when “translated” into higher-level psychological claims. 1  But neuroscientifi c fi ndings are 
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anyway best understood as merely one stream of evidence feeding into the CSM, a broader 
scientifi c enterprise whose focus is primarily at a higher level of description. Questions 
about the normative signifi cance of neuroscience are therefore unhelpful unless “neurosci-
ence” is understood in this broader sense. 

 These general refl ections will guide the rest of the chapter. We will briefl y introduce 
some key theories and fi ndings that have dominated the “fi rst wave” of recent cognitive 
science of morality (circa 2000–2010) that much of the philosophical debate has focused 
on: the “moral grammar” theory defended by Mikhail and others, Haidt’s social intuitionist 
model, and Greene’s dual process model. 2  We then consider more closely several key themes 
and debates that have shaped this research, highlighting both their potential normative sig-
nifi cance and important recent developments in empirical research that further complicate 
the scene, including the rejection of a sharp dichotomy between cognition and emotion, 3

and a departure from strong nativist assumptions to interest in “moral learning”. 4   

  2. Is Neuroscience Relevant to Moral Epistemology? 

 The epistemic status of our moral intuitions and judgments often depends on their imme-
diate causal history. Most obviously, it is widely thought that moral judgments resulting 
from an  unreliable process  are not epistemically justifi ed. 5  Think, for example, of forming 
moral judgments about others’ actions purely on the basis of their race, or whether you 
are fond of them, rather than on the basis of the circumstances, nature, and consequences 
of their action. Few, if any, hold that these are reliable ways of forming moral judgments. 6  

 Reliability may not be the only feature of judgment-forming processes that affects the 
normative status of moral judgments. Many moral epistemologists hold that epistemic jus-
tifi cation requires not only reliability but also forming one’s judgments in response to 
appropriate, morally relevant reasons. This requirement may also be morally important. For 
example, a correct, reliably produced moral judgment might nevertheless fail to express a 
virtuous character unless it was formed in response to the reasons that make that moral 
judgment correct. 7  

 This brief sketch of the epistemic signifi cance of the processes that generate our moral 
judgments both offers a straightforward argument supporting an epistemic role for the 
CSM and sets important constraints on that role. 

 First the argument. What kinds of processes our moral judgments depend on infl uences 
the normative status of those judgments in various ways. But what kinds of processes pro-
duce our moral judgments is an empirical matter. So insofar as the CSM sheds light on the 
processes that produce our moral judgments, it seems straightforwardly relevant to moral 
epistemology. 

 But while the CSM obviously has much to say about these processes, to impact moral 
epistemology it must shed light on the  epistemically relevant  aspects of these processes. And 
here things get more complicated. 

 Think of the kinds of things the CSM can tell us about the sources of our moral 
judgments. It may clarify the  personal-level  processes that underlie them: what features of 
the case are consciously registered, whether or not these judgments result from explicit 
deliberation, whether they are based in felt emotions, etc. The CSM can also uncover 
the  sub-personal information processing  that underlies our judgments. 8  Our judgments may 
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be the result of complex unconscious computations, shaped by implicitly held principles 
and responsive to features of a case in ways that escape our conscious awareness. Finally, 
the CSM can offer an account of these processes at the  neural  level: by identifying brain 
circuitry and patterns of neural activation involved in generating these judgments. 

 Now when a judgment-forming process is specifi ed in personal-level terms—and in 
many cases, also in information processing terms—we have philosophical and empirical 
resources available to us to make reasonable judgments as to whether that type of process is 
likely to produce reliable, reason-responsive moral judgments or not. Our earlier examples 
of unreliable processes took this form: racial prejudice or biased motives are paradigmatic 
examples of processes that undermine the epistemic standing of a judgment. 9  Similarly, 
knowing which features of a moral case are being registered (and which ignored), what 
implicit or explicit principles are being applied, what kind of deliberative process is being 
followed—these can also be directly evaluated for epistemic respectability. 

 So, insofar as we can infer what psychological process is being implemented by a given 
neural process, neuroscience can indirectly inform us about the reliability of moral judg-
ments. But unless we can make such inferences, how can we determine whether a neural 
process is likely to issue in accurate moral judgments? 

 It seems that we could only evaluate the reliability of a neural process by observing 
what moral judgments result from it and then using armchair methods to directly evaluate 
the judgments themselves. This is likely to require controversial commitments to substan-
tive normative claims. It risks circularity, if we end up justifying a set of moral judgments 
by appeal to the reliability of a neural process that has been certifi ed as reliable precisely 
because  it has produced the relevant judgments. One could perhaps try to avoid such cir-
cularity by arguing that certain controversial moral judgments were produced by a reliable 
neural process because that process also reliably produces judgments that we all agree to 
be correct—though it is not obvious why the reliability in the latter context must carry 
over to the former ( Kahane, 2016 ). But in any event, the work neuroscience does on this 
approach is pretty minimal: identifying types of processes that we then try to correlate with 
patterns of moral judgments. What exactly is involved in these processes, at the neural level, 
is irrelevant. 10  

 These methodological considerations lead to a more substantive claim. The claim is that 
a moral judgment has the epistemic properties it does in virtue of higher-level psychologi-
cal rather than neural properties of the judgment-forming process. 

 On most accounts of moral justifi cation, it is the psychological properties of judgment-
forming processes that are epistemically relevant. It seems clear why this would be so for 
internalist accounts of justifi cation, which stress the importance of forming beliefs on the 
basis of good reasons. After all, the kinds of states and processes that can constitute good or 
bad reasons are best described in personal-level terms, e.g.: processes of deliberation, the 
experience of certain emotions, weighing up of evidence, or the perception of certain non-
moral features. However, reliabilist accounts of justifi cation also emphasize the importance 
of psychological processes. This is because reliabilism has had to face the challenge (the 
so-called “generality problem”) of telling us  which  way of specifying “the” process leading 
up to a judgment is the relevant one for evaluating the judgment’s justifi cation. Attempted 
solutions have tended to stress the relevance of the reliability of the  psychological  process 
on which the judgment is founded. 11  This is partly because it seems important to ensure 
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that beliefs are “well-founded” or “properly based”—i.e. produced by a process involving 
evidentially relevant mental states. By contrast, how a psychological process is physically 
implemented seems intuitively irrelevant to epistemology; if two people arrive at the same 
moral judgment by weighing up the same evidence in the same fashion, it seems irrelevant 
to the epistemic status of that judgment whether their neural hardware differed in any 
interesting way. 12  

 So a purely neural description of the processes leading to a moral judgment will on its 
own tell us little about its epistemic status. We fi rst need to map these neural properties 
onto higher-level psychological ones. Still, you might think that if there were a straightfor-
ward, one-to-one mapping between psychological processes and neural ones, we could—
especially as neuroscience continues to progress—simply translate epistemically relevant 
psychological processes into neural terms. If so, questions about the epistemic status of the 
process leading up to a moral judgment could in principle be answered in exclusively neu-
ral terms. However—whilst we are increasingly able to make reasonable inferences about 
psychology from neuroscientifi c data—there are good reasons for thinking that the relation 
between psychological and neural types isn’t going to be straightforward in this way. 

 First, many (if not all) types of psychological processes seem to be  multiply realized —they 
may be realized by distinct neural arrangements in different individuals, or even within the 
same individual over time. For example, emotional processing that is normally supported by 
paralimbic brain areas in nonclinical populations might be supported by the lateral frontal 
cortex in psychopaths ( Kiehl, 2008 ). This represents one way in which simple one-to-one 
mapping can fail. 13  

 Secondly, any given brain area or network is likely to be involved in many distinct psycho-
logical processes in different contexts (see e.g.  Pessoa, 2013 ), and it may make little sense to ask 
whether neural activation in such a network counts as a reliable process overall. For example, 
activity in the amygdala may contribute to a reliable psychological process-type in certain cases 
(e.g., representing abhorrent behavior as negative) and an unreliable psychological process-type 
in others (e.g., hostility to outgroup members). 

 Finally, many epistemically important distinctions that are salient when judgment-
forming processes are described in psychological terms are unlikely to carve distinctions 
that are signifi cant at the neural level. Of course, there must be some neural difference 
between reliable and unreliable psychological processes in a given context. 14  But this dif-
ference needn’t be one that is useful for describing the functional organization of the brain. 
For example, while there are competing accounts of the considerations that are relevant 
to the moral evaluation of some person, action, or institution, it seems unlikely that the 
consideration of these “morally relevant factors” on the one hand and patently morally 
irrelevant factors will map onto two interestingly distinct neural kinds on any such account. 
Indeed, the very same neural network may be involved in both, just with subtly differ-
ent patterns of activation. Conversely, unless researchers embrace an exceedingly simplistic 
moral scheme on which (e.g.) nothing but physical pain and pleasure are relevant to the 
morality of an action, person, or institution, the patterns of neural activity involved in per-
ceiving or cognizing morally relevant considerations may be quite heterogeneous—at least 
as heterogeneous as the considerations themselves. So it may be only when we describe 
what these patterns of activity represent at a higher level that it will become salient that they 
fall into epistemically signifi cant groups. 
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 Consequently, psychological descriptions are likely to retain their primacy over neural 
ones in moral epistemology. There is thus little point in considering the normative signifi -
cance of neuroscience independently of the specifi c role of neurobiological claims within 
the larger body of evidence and theorizing in the CSM, much of which is anyway, at least 
at this stage, largely focused on higher-level cognitive processes. 15  Neurobiological evidence 
from, say, neuroimaging or psychopharmacology can support or challenge theories of moral 
psychology, but these theories ultimately stand or fall in light of the whole body of rel-
evant empirical evidence, which will frequently involve traditional questionnaires, evidence 
about response times, introspective reports, and the like.  

  3. Three Approaches to the Cognitive Science of Morality 

 The turn of the century has witnessed a dramatic surge in scientifi c interest in moral 
judgment. After decades of seemingly fruitless attempts to solve the so-called problem of 
consciousness, cognitive science has turned its attention to morality. Spurred by the devel-
opment of functional neuroimaging and general trends in cognitive science, cognitive sci-
entists rejected the stale rationalist developmental theories of Piaget and Kohlberg and 
instead emphasized the role of innate, automatic and—somewhat more controversially—
affective processes in driving moral judgment. 16  

 The CSM has so far been dominated by three main approaches. The  universal moral 
grammar  approach—championed by Harman, Mikhail, Hauser, and Dwyer—builds on 
Rawls’s early work to draw a direct analogy between moral psychology and Chomskian lin-
guistics. 17  On this view, our core moral judgments refl ect the working of a “moral organ”: 
unconscious computations map input about causation, intention, and action onto innately 
represented moral principles to produce universally shared intuitions about moral permis-
sibility and wrongness. Jonathan Haidt’s  social intuitionist  approach also emphasizes the 
centrality of automatic intuitions in shaping moral judgment. On Haidt’s view, however, 
our moral intuitions result from rapid emotional reactions—a claim supported by stud-
ies purporting to show that we can manipulate moral judgments by triggering emotions 
such as disgust. 18  The universal moral grammar and social intuitionist approaches sharply 
disagree about the role of emotion in moral judgment but agree that moral judgment is 
almost exclusively the product of automatic intuitions, not of conscious reasoning. For the 
universal moral grammar theorists, explicit reasoning plays a minimal role in our core moral 
“competence”—just as the conscious application of rules play a minimal role in our gram-
matical competence. For Haidt, such reasoning is largely used to rationalize intuitive views 
we would hold anyway and to pressure others into sharing our views. The third approach, 
Joshua Greene’s  dual process model , shares much with Haidt’s but adds an important 
twist. 19  Like Haidt, Greene holds that a great deal of moral judgment is shaped by imme-
diate “alarm-bell”-like emotional reactions (a “system-1” type process) and that much of 
the justifi cation offered in support of our moral views—including much of the theorizing 
of moral philosophers—is merely ex-post rationalization. But Greene also claims to fi nd 
evidence for an important exception, arguing that utilitarian judgments are uniquely based 
in explicit reasoning (a “system-2” type process). And Greene has famously argued that this 
difference—which he traces to distinct neural structures—supports a normative argument 
favoring utilitarianism. 
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 These are but brief sketches of these main three approaches. 20  In what follows we will 
consider some of their claims more closely. The rest of the chapter is organized thematically. 
We will consider the epistemic import of several key debates in recent moral psychology: 
debates about the  domain-specifi city  of moral cognition, about the respective roles of  emotion  
and  reason , and about  nativist  and  learning  approaches. We will review some of the core evi-
dence for the three approaches but also ways in which more recent research has cast doubt 
on some of their key claims. In line with the discussion of the previous section, we will 
highlight key fi ndings at the neural level but always as they bear on psychological theories 
that support claims about personal-level processes of potential epistemic importance.  

  4. Domain-Specifi city and General Capacities 

 Psychologists distinguish between domain-specifi c and domain-general capacities. Domain-
specifi c capacities are dedicated to a target domain (possible examples: grammatical compe-
tence, face recognition); domain-general capacities apply across domains (example: general 
intelligence). When we form moral intuitions and judgments, are we utilizing a capacity 
that is specifi c to morality—or even a “moral module”—or are we merely drawing on 
general psychological capacities? Relatedly, are there specifi c brain areas dedicated to moral 
cognition? If there is a moral module, it will be natural to expect it to be realized in distinc-
tive neural circuitry ( Suhler & Churchland, 2011 ), though in principle a module could be 
realized in a more distributed network. 

 The universal moral grammar (UMG) approach is most clearly committed to the exist-
ence of such a moral module, but the other approaches have also been friendly to domain-
specifi city: Haidt’s moral foundations theory, which seeks to develop the social intuitionist 
approach by describing in more detail the mechanisms that produce innate, affective intui-
tions, claims that they are produced by domain-specifi c, functional modules ( Graham et al., 
2012 ). Even Greene sometimes suggests that emotional “system 1” judgments are the prod-
uct of evolved, domain-specifi c capacities. 21  

 The evidence so far has not been very kind to the idea of a dedicated moral module, at 
least not one with unique neural correlates. Early moral neuroimaging studies used fMRI 
to investigate which brain areas were associated with specifi cally moral content by com-
paring conditions where participants assessed stimuli with moral content to conditions 
where they assessed nonmoral but otherwise similar content. 22  These studies found that 
moral cognition employs many neural networks involving areas distributed around the 
brain, including the ventromedial and dorsomedial prefrontal cortex (vmPFC and dmPFC), 
the temporoparietal junction (TPJ), the precuneus, the posterior cingulate cortex (PCC), 
the amygdala, and the temporal pole. Moreover, these brain areas are not used exclusively 
for moral cognition. Rather, the brain networks involved in morality overlap extensively 
with those involved in theory of mind, emotion, and a host of other functions, including 
imagination, memory, and causal reasoning—all of which are capacities that we also use for 
nonmoral cognition. 23  

 This has not, however, sounded the death toll of domain-specifi city.  Haidt and Joseph 
(2011 ) have defended moral modules against neuroscientifi c objections of this kind by high-
lighting that psychological modules are not the same thing as neurobiological modules. 24  
As noted earlier, psychological mechanisms might be domain-specifi c even if not based in 
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a specifi c area of the brain; activity in distributed, overlapping neural circuits can produce 
specialized mechanisms at the psychological level. For example, some UMG theorists pro-
posed that morality relies on a unique  interaction  between theory of mind and emotions 
to produce distinctively moral cognition ( Hauser, 2006 , 219;  Hauser & Young, 2008 ). And 
current research has not clearly distinguished the question of the existence of a mechanism 
dedicated to producing moral outputs from the question of the existence of a mechanism 
dedicated to producing evaluative or normative outputs more generally; the latter might 
exist even if the former doesn’t. 25  Nevertheless, the view that moral cognition is based in 
more general psychological capacities currently seems more plausible. 

 The empirical question of domain-specifi city ties in with one common worry about 
moral intuitions, namely that it’s hard to see how we could calibrate them in a noncircular 
fashion. If the processes in question produced  nothing  but moral outputs, this worry would 
be reinforced. By contrast, if moral intuitions result from domain-general capacities that 
also produce nonmoral outputs, then we have an independent way of assessing the reliabil-
ity of the processes that generate our moral intuitions. This would also address the worry 
that our moral intuitions are produced by a mysterious faculty that is “utterly different from 
our ordinary ways of knowing everything else” ( Mackie, 1977 ). 

 The empirical question of domain-specifi city also relates in a fairly direct way to the 
question of epistemic reliability: to answer questions about reliability, we fi rst need to iden-
tify the processes whose reliability we are trying to assess. For example,  Nado (2014 ) has 
argued that evidence of domain-specifi city of different categories of intuitions, including 
moral intuitions, means that the reliability of each category of intuitions must be assessed 
separately. Others have argued that moral intuitions inherit the reliability of the domain-
general processes that produce them. 

 One such strategy is an infl uential line of response to Sharon Street’s Darwinian chal-
lenge to moral realism. 26  In brief,  Street (2006 ) argues that our moral beliefs are extensively 
shaped by evaluative dispositions that have an evolutionary origin. Since it’s highly unlikely 
that such evolutionary pressures track an objective realm of moral facts, we have no reason 
to think that our moral judgments are reliable if we endorse moral realism. In reply, Parfi t 
has argued that when we assess the intrinsic plausibility of our moral intuitions we are 
employing the same rational capacity we use when we assess epistemic, logical, and other a 
priori claims. 27  Since there  was  evolutionary advantage in having a general rational capac-
ity that tracks epistemic and logical facts, we have good reason to think that this capacity 
is reliable—a conclusion we can then carry over to the moral domain. One may wonder, 
however, whether reliability in one domain must automatically carry over to a completely 
different one. But more importantly, for our purposes, this strategy relies on falsifi able 
empirical claims: it assumes that at least refl ective moral intuitions are the product of a 
domain-general capacity. 

 Now, as we saw earlier, the current balance of the evidence doesn’t give much support 
to the idea of a domain-specifi c moral module. Unfortunately, however, it also doesn’t lend 
much support to Parfi t’s aforementioned strategy. As we shall see, evidence from psychopa-
thy and lesion studies suggests that the  content  of our moral judgments is strongly dependent 
not on whether we possess general rational capacities but on whether we have certain emo-
tional sensibilities. It is very unlikely that we form moral judgments simply by exercising 
general rational capacities. 
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 These considerations take us directly to another debate at the center of recent empiri-
cal moral psychology—that about the respective roles of emotion and reason in moral 
judgment.  

  5. Emotion and Deliberation 

 A long tradition in moral philosophy, stretching back to Plato and Kant, emphasized a sharp 
distinction between reasoning and emotions, with cool reasoning the source of practical 
rationality and moral knowledge and emotions an irrational, distorting infl uence on moral 
judgment. 28  This division between irrational emotion and rational reasoning dominated 
early work in the CSM. It’s clearly in the background of Haidt’s social intuitionist model 
and Greene’s dual process model, with the main difference being that, according to the 
social intuitionist model, reasoning hardly ever infl uences our moral judgments. In contrast, 
according to Greene’s model, genuine moral reasoning produces one category of moral 
judgment, namely “utilitarian” judgments—such as the judgment that it’s permissible to 
sacrifi ce one person as a means to saving others—while “deontological” judgments result 
from emotions that function in an irrational, “alarm-like” way that often overrides rational 
processing. By contrast, UMG theorists, who are more favorable toward such “deontologi-
cal” judgments, insist that the immediate intuitions on which they are based result from 
“cool” unconscious computations. 

 However, this sharp division between emotion and reason is out of touch with impor-
tant recent work in moral epistemology. It has been argued, for example, that emotions 
are often needed to bring morally relevant features to our attention and that they may 
even be necessary for grasping their moral importance. Emotions, then, can play an epis-
temically benefi cial, perhaps even essential, role in the pursuit of moral knowledge (e.g., 
 Arpaly, 2003 ;  Jaggar, 1989 ;  Little, 1995 ; see also  De Sousa, 2014 ). 29  Whilst few deny that 
certain emotional experiences have an epistemically negative effect—for example, intense, 
overwhelming emotions that distort our perception of the situation and prevent us from 
considering relevant evidence—philosophers in this camp would argue that “cold” rea-
soning can also be subject to bias and blind spots, especially when entirely severed from 
emotional input. 

 Recent developments in neuroscience strongly support this alternative way of thinking 
about emotion and reason ( Moll et al., 2008 ;  Nichols, 2002 ; see also May and Kumar,  Chap-
ter 7  of this volume;  Railton, 2017 , especially 5.2). In the mid-twentieth century, it was 
thought that emotional and cognitive processes were supported by distinct, dedicated brain 
regions (the “limbic system” and the neocortex, respectively). However, there is growing 
consensus that there is no such sharp anatomical divide in the highly interconnected human 
brain (e.g.  Barrett & Satpute, 2013 ;  LeDoux, 2012 ;  Lindquist & Barrett, 2012 ;  Okon-Singer 
et al., 2015 ;  Pessoa, 2008 ). Brain areas involved in emotion play a crucial role in cognitive 
functions such as learning, attention, and decision making, and emotions depend on brain 
regions involved in various cognitive operations. Consequently, cognitive scientists increas-
ingly reject the characterization of psychological processes involved in moral judgment as 
either “emotional” or “cognitive” (e.g.  Cushman, 2013 ;  Huebner, 2015 ;  Moll, De Oliveira-
Souza & Zahn, 2008 ). If emotions are not easily separable from the “cognitive” means by 
which we represent, process, and evaluate the world, then this opens up the possibility 
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that emotional processes—not just “cold” reasoning—can make rational, evidence-sensitive 
contributions to moral judgment. 

 This suggestion is supported by recent research on the network of brain areas that 
Greene associated with “emotional” moral judgments—in particular, the right temporo-
parietal junction (rTPJ), 30  the amygdala, and the ventromedial prefrontal cortex (vmPFC) 
(Greene et al., 2001; Greene et al., 2007). 

 The “emotional” process Greene identifi ed appears to be based on an initial unconscious 
analysis of what seem like morally relevant factors concerning the intentions of agents and 
their causal relationship to harm. A number of recent EEG and imaging studies suggest 
that moral violations are initially identifi ed in the rTPJ ( Harenski, Antonenko et al., 2010 ), 
prior to experienced emotion. 31  The rTPJ is crucial for making moral distinctions on the 
basis of whether harm to persons is intended, unintended, or merely accidental ( Schaich 
Borg et al., 2006 ;  Chakroff & Young, 2015 ). So, if you artifi cially disrupt rTPJ activity, par-
ticipants fail to take intentions into account ( Young, Camprodon et al., 2010 ), judging, say, 
that deliberate attempts to harm that fail are morally acceptable, or that harming someone 
by accident is wrong. 

 The EEG studies suggest that processing continues next in the amygdala. While the amyg-
dala is involved in affect, it is a mistake to think of it as simply generating gut feelings. The 
amygdala is involved in associative learning and is a crucial node in the “salience” network, 
which, given that we have limited time and computational resources, uses affective cues to 
help us pay greater attention to information that is likely to be contextually important—for 
example, because it has previously been associated with threats, norm violations, or benefi ts 
( Barrett & Satpute, 2013 ;  Pessoa & Adolphs, 2010 ). This allows the amygdala to rapidly iden-
tify potentially relevant features and, through extensive connections to the visual and prefron-
tal cortex, to direct attention and processing resources to those features. 

 Both the amygdala and the rTPJ feed information about potentially morally relevant 
features to frontal areas including the vmPFC. 32  Whilst the vmPFC allows emotionally 
processed information to infl uence moral judgment, recent fMRI studies suggest it doesn’t 
do this by generating “alarm-like” reactions designed to dominate judgment, as Greene’s 
dual process model claimed. Rather, it facilitates a productive interaction between emotions 
and reasoning. 

 Firstly, the vmPFC is part of the so-called “default mode” brain network that is respon-
sible for imagination, visualization, and empathic understanding. 33  One way the affectively 
charged salience network directs attention to morally relevant features is by recruiting 
the default mode network to imaginatively simulate the perspectives of harmed parties 
( Chiong et al., 2013 ). 

 Secondly, the vmPFC allows us to represent different pieces of information generated 
by different brain areas as evaluatively relevant for the moral question at hand, converting 
information into “common currency” ( Huebner, 2015 ) and allowing us to feel its relevance 
( Young, Bechara et al., 2010 ). This fi ts with imaging studies showing that its activity isn’t 
associated directly with specifi c inputs to moral judgment—such as emotional responses or 
the calculation of costs and benefi ts (narrowly construed)—but specifi cally with attempts 
to make an overall moral judgment ( Hutcherson et al., 2015 ;  Shenhav & Greene, 2014 ); nor 
is it associated with a specifi c  type  of conclusion, such as deontological or utilitarian judg-
ments ( Kahane et al., 2012 ) or the judgment that some controversial issue is wrong or not 
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wrong ( Schaich Borg et al., 2011 ). Finally, there don’t appear to be inhibitory relationships 
between brain areas associated with emotions and those associated with cost-benefi t analy-
sis ( Hutcherson et al., 2015 ); this again supports the hypothesis that the vmPFC does not 
facilitate the infl uence of emotions at the expense of other information but rather allows us 
to weigh information together to produce “all-things-considered” judgments—a view that 
is more consonant with common forms of moral deliberation (see  Kahane, 2014 ). 

 So it seems as if “emotional” processes, mediated by areas such as the rTPJ, amygdala, and 
vmPFC, allow us to process morally relevant information and thus can contribute to good 
moral reasoning. This is supported by studies of clinical populations with neural abnor-
malities that disrupt these circuits, such as psychopaths, patients with vmPFC damage, and 
patients with behavioral-variant fronto-temporal dementia (FTD). While much of their 
ability to reason remains intact, these clinical populations suffer from emotional defi cits, 
including diminished empathy, that restrict their “cognitive” abilities to correctly perceive, 
attend to, and take into account morally relevant properties. 34  For example, patients with 
vmPFC lesions and FTD patients have an impaired ability to infer which emotional states 
others are experiencing ( Shamay-Tsoory & Aharon-Peretz, 2007 ); vmPFC patients struggle 
with decision making because they lack appropriate emotional reactions ( Damasio, 1994 ) 
and they fail to respond to harmful intentions (e.g., judging that attempted murder is per-
missible;  Young, Bechara et al., 2010 ), and FTD patients display sociopathic tendencies. Psy-
chopaths display abnormal functioning in the amygdala, vmPFC, and TPJ when presented 
with moral transgressions and consequently fail to attend to and correctly process morally 
salient properties such as harm and mental states ( Decety et al., 2015 ; Harenski,  Harenski 
et al., 2010 ;  Hoppenbrouwers et al., 2016 ). 

 These clinical populations also give abnormally high rates of the so-called “utilitarian” 
judgments—judging that it is morally permissible to sacrifi ce one person as a means to sav-
ing others. Rather than being the product of good moral reasoning unfettered by irrational 
emotion, it seems these judgments are associated with these patients’ failure to register 
complex facets of moral value ( Gleichgerrcht et al., 2011 ). 

 Indeed, in nonclinical populations, the so-called utilitarian judgments that Greene asso-
ciated with the dorsolateral prefrontal cortex (dlPFC) are not associated with genuinely 
utilitarian, impartial concern for others but rather with rational egoism, endorsement of 
clear ethical transgressions, and lower levels of altruism and identifi cation with humanity 
( Kahane et al., 2015 ). Furthermore, in a study by  FeldmanHall and colleagues (2012  ) in 
which participants decided whether to give up money to stop someone receiving pain-
ful electric shocks, activity in the dlPFC was associated with self-interested decisions and 
decreased empathic concern, while the vmPFC was associated with prosocial decisions. 35

Moreover, the “emotional” circuits seem to facilitate truly impartial, altruistic behavior. 
For example,  Marsh and colleagues (2014  ) found that extraordinary altruists have relatively 
enlarged right amygdala that are more active in response to other people’s emotions—
which they are  better  at identifying. 

 This is not to say that reasoning supported by the dlPFC cannot contribute positively 
to moral judgment. The dlPFC, part of the frontoparietal control network, is considered 
especially important for holding goals and norms in working memory and thus is impor-
tant for overriding intuitive responses on refl ective grounds. For example, Cushman and 
colleagues (2012) found that activation of the dlPFC was associated with the condemnation 
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of harmful omissions—perhaps due to an attempt to treat acts and omissions equally on the 
basis of consistency (see  Campbell & Kumar, 2012 ). So while reasoning sometimes suffers 
from moral blind spots or is used for egoistic goals, it can make an epistemically positive 
contribution to moral judgment, especially when conjoined with emotional processes (see 
also May & Kumar,  Chapter 7  of this volume). 

 The neuroscientifi c work reviewed here is not conclusive. Recording brain activity 
through fMRI or EEG cannot directly establish the causal impact of emotions or reasoning 
on judgment, and we must be cautious in drawing conclusions about normal moral judg-
ment from those suffering from neuropsychological impairments (e.g.  Bartels & Pizarro, 
2011 ;  Huebner, 2015 ;  Kiehl, 2008 ). 

 Nevertheless, on balance, current evidence suggests that both emotions and reasoning 
contribute to moral judgment and that moral judgment may operate at its best when rea-
soning and emotion interact. Indeed, the infl uences of “emotion” and “reasoning” are not 
always cleanly separable, as when we use empathy to understand the effects of an action on 
others or when we weigh up moral reasons whose moral import was drawn to our atten-
tion using affective cues. 36  

 These fi ndings fi t nicely with a variety of positions in moral epistemology according to 
which moral reasons, whether represented by intuitions or deliberated about in reasoning, 
should be weighed together to produce all-things-considered judgments, and that emotions 
and reasoning can work together to achieve this ( Kahane, 2014 ). These fi ndings also pose 
a serious challenge to attempts to debunk moral judgments on the ground that they are 
infl uenced by emotion or to regard them as epistemically sound merely because they are 
based on reasoning. Rather, attempts to debunk moral judgments will have to depend on 
more fi ne-grained descriptions of the psychological process in question. 

 We have said a fair amount to show that it is both philosophically simplistic and empiri-
cally problematic to sharply contrast emotion with reason. This contrast is motivated not 
only by an unjustifi ably dismissive view of emotion but also by a narrow understanding of 
reason. Longer response times are the central form of evidence for effortful explicit delib-
eration in moral judgment, but the mere fact that someone takes longer to reach a moral 
conclusion hardly shows that this process is more reliable. That surely also depends on  what
exactly the deliberation involves. Taking longer to form a moral judgment can be a bad 
sign—think of someone who takes a while to decide whether pushing a man off a foot-
bridge  just for fun  is permissible. Researchers in CSM rarely give a detailed account of what 
moral reasoning is supposed to involve, but it is usually assumed to involve putting together 
an explicit moral argument. 37  This would not help establish a sharp epistemic contrast 
between deliberation and emotion and intuition given that arguments require premises and, 
one might argue, these would ultimately need to be based on intuitions. But in any event, 
intuitions and emotions aren’t just necessary inputs to deliberation: they are often directly 
involved in it. Deliberation can just involve forming more refl ective intuitions about a 
given case, and a great deal of moral deliberation consists of weighing opposing reasons and 
considerations, a process that in large part involves higher-order intuitions to the effect that 
one set of reasons outweighs another ( Kahane, 2014 ); we’ve discussed evidence about the 
neural basis of this process. Moreover, feelings such as certainty, confi dence, and doubt play 
a key role in shaping such deliberation. Future work in the CSM will need to operate with 
richer conceptions of both emotion and reason.  
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  6. Moral Nativism and Moral Learning 

 We turn, fi nally, to the question of innateness and learning. Biological traits are the product 
of a complex interaction between innate structure and environment. What is at issue is thus 
the  extent  to which aspects of our moral psychology are relatively determined in advance 
of experience. According to moral nativists, a full account of human moral psychology will 
need to make signifi cant reference to features of it that are organized in advance of experi-
ence (see e.g.  Haidt & Joseph, 2011 ;  Graham et al., 2012 ). According to non-nativists, by 
contrast, moral judgments are best explained as the product of learning processes interacting 
with the environment, and little reference to specialized innate structure is needed. 38  

 Much work in the CSM has been dominated by strong nativist assumptions. UMG 
theorists claim that moral judgment is produced by an innate moral module, while both the 
social intuitionist and dual process models explain patterns of moral intuitions by reference 
to emotional responses selected by evolution. 39  However, evidence for these claims is fairly 
limited. Nativists frequently appeal to evidence that certain patterns in moral judgments 
are found universally across human cultures (e.g.  Dwyer et al., 2010 ;  Haidt & Joseph, 2004 ). 
But universal patterns of moral judgment could also be explained by learning mechanisms 
if we assume that relevant kinds of environmental input are universal. Stronger evidence for 
nativism comes from the application of Chomskian poverty-of-the-stimulus arguments to 
morality. For example, UMG theorists (and  Haidt, 2001 , 826–827) appeal to developmental 
evidence regarding the speed with which young children develop moral judgments that 
conform to sophisticated, abstract moral rules—such as a rule against intentionally harming 
others as a means. They argue that children could not develop this sort of moral psychology 
without innate constraints, especially given the minimal sorts of explicit feedback children 
get about morality, which usually concerns highly specifi c actions (e.g. “You should not 
have hit your brother”) rather than general principles ( Mikhail, 2007 ;  Dwyer et al., 2010 ). 

 However,  Nichols et al. (2016 ; see also Nichols,  Chapter 6  of this volume) have recently 
shown that simple Bayesian assumptions make it possible to quickly infer rules prohibiting 
acts (but not omissions) and intended harm (but not foreseen harm) from very few occa-
sions of highly specifi c, minimal feedback. This suggests that we may acquire sophisticated, 
abstract moral rules from the application of domain-general learning mechanisms to mini-
mal cultural input about what sort of behavior is prohibited. 

 Other recent work in the CSM similarly emphasizes the role of experience and learn-
ing in morality (e.g.  Allman & Woodward, 2008 ;  Crockett, 2013 ;  Cushman, 2013 ;  Railton, 
2017 ; see also  Campbell & Kumar, 2012 ), pushing against the earlier nativist status quo. This 
trend draws on a large body of recent work in neuroscience and computational modeling 
that suggests that our brains make wide use of prediction-error signals to facilitate power-
ful forms of learning. Evidence suggests that such learning underlies the detection of a 
variety of morally relevant features, including intentions and other mental states, causation, 
risk, reward, and expected value. Moreover, the neural mechanisms that encode reward and 
value (in the neuroscientist’s sense) in reinforcement learning are responsive not only to 
personal material reward but also to abstract social values relevant to morality, such as char-
acter assessments. Although direct evidence for neural coding of specifi cally “moral value” 
and prediction errors is lacking as of yet, it seems likely that such learning also shapes moral 
judgment itself. 
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 Neuropsychological evidence from clinical populations is consonant with the hypothesis 
that domain-general reinforcement learning mechanisms play an important role in moral 
judgment. Given their emotional defi cits, psychopaths are generally impaired in their abil-
ity to learn from negative affective reactions to predict future harms or modify their own 
behavior—a defi cit also refl ected in abnormal patterns of moral judgment and behavior. 
Early damage to the vmPFC similarly impairs moral judgment. 

 The literature on reinforcement learning typically distinguishes between two sorts of 
algorithms—model-free and model-based—that are thought to characterize learning and 
decision making in the brain in distinct but overlapping circuits ( Crockett, 2013 ;  Cush-
man, 2013 ;  Huebner, 2015 ;  Railton, 2017 ; Nichols,  Chapter 6  of this volume).  Model-based
algorithms compare the value of candidate actions based on a detailed  model  of all of the 
expected outcomes associated with them. This is computationally costly (it involves going 
over a lot of information), but it’s also far-sighted and very fl exible. By contrast,  model-free
algorithms assign value to actions in specifi c contexts (“states”) simply based on rein-
forcement history—i.e. on whether the action-state pair has previously been associated 
with good or bad outcomes. This reinforcement learning can be achieved through experi-
ence, observation, or possibly through simulating the consequences of actions ( Miller & 
Cushman, 2013 ). Model-free algorithms are relatively infl exible, with the value assigned to 
action representations only changeable over time. 

 How the model-free and model-based distinction exactly contributes to moral judg-
ment needs further research. Although we have been writing in terms of action-selection, 
model-free and model-based systems can be defi ned over all sorts of representations (con-
sequences, situations, etc.), so caution is advised against assuming that they cleanly under-
write the distinction between “deontological” and “consequentialist” judgments assumed 
by Greene’s model ( Ayars, 2016 ;  Cushman, 2013 ), and model-free learning may not be able 
to explain the  persistence  of certain deontological intuitions ( Railton, 2017 ). Nevertheless, 
the distinction between model-free and model-based learning may play a role in the dis-
tinction between automatic action-based and controlled outcome-based moral assessment. 
In particular, model-free systems may in part be responsible for the greater moral condem-
nation of “personal” harm, of acts over omissions, and intended harms over unintended 
side-effects ( Crockett, 2013 ;  Cushman, 2013 ). 

 Debates about the evolutionary (or other) sources of moral judgment are obviously of 
great interest, but their epistemic signifi cance isn’t straightforward. UMG theorists occa-
sionally write as if the aim of moral philosophy is to uncover the innate “moral code” 
posited by UMG theory. But this is an odd idea. If this innate moral code is the product 
of natural selection, why should we let it guide our actions? After all, evolution “aims” 
at reproductive fi tness, not at moral truth. Why think that dispositions that were repro-
ductively advantageous to our ancestors in the savannah track any kind of moral truth? 
These kinds of considerations lead  Greene (2008 ) to a contrary conclusion: if certain moral 
judgments have their source in our evolutionary history, then they should be treated with 
suspicion. Instead, we should use our general capacity for reason to arrive at independent, 
consequentialist conclusions. 

 Evolutionary debunking arguments of this kind have received a great deal of attention 
in recent years (see e.g.  Kahane, 2011 ;  Vavova, 2015 ). 40  One worry is that if they work at 
all, they will support general moral skepticism ( Kahane, 2011 ;  Ruse, 1988 ). We should also 
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distinguish such debunking arguments from the different argument that evolution-selected 
dispositions  were  truth-tracking in our ancestral environment but lead us astray in the very 
different modern context ( Singer, 2005 , seems to confl ate these two forms of argument). 

 Those wishing to resist evolutionary debunking arguments often seek to deny the nativ-
ist assumption that such arguments require. It might be thought that the recent shift to 
moral learning offers hope for such a strategy. If our moral judgments actually have their 
source in moral learning then it seems that evolutionary debunking arguments cannot get 
off the ground. However, things aren’t so simple. To begin with, evolutionary pressures 
may still affect the direction of moral learning, especially if the learning operates on core 
environmental features that have remained constant. If so, then our current moral intuitions 
would still have an evolutionary source in the sense the debunkers assume. Relatedly, the 
contribution of some innate structure has not been ruled out. In particular, moral learning 
must operate on a set of goals or “values”, and these are almost certain to have an evolu-
tionary source.  41  

 Even if evolutionary forces did not shape our moral judgments, this hardly shows they 
are truth-tracking. This depends on how moral learning operates and what it operates on. 
Advocates of moral learning often emphasize the way such learning involves “rational” 
processes since they are sensitive to evidence and feedback over time (e.g.  Railton, 2017 ). 
So perhaps we needn’t worry, as  Greene (2016 ) does, about hardwired intuitions that fail to 
adapt to modern moral problems. But there is a great gap between tracking the moral truth 
and being “rational” in the sense of effectively identifying general patterns in one’s environ-
ment and relating them to pre-set goals. If our deontological intuitions are, for example, 
merely the side-effect of a Bayesian learning heuristic interpreting the target of others’ 
condemnation (as Nichols et al. suggest), then this may be as debunking as an evolutionary 
explanation. On the other hand, if deontological intuitions arise through learning what 
behaviors are associated with callous, anti-social, and otherwise immoral character traits 
(as  Railton, 2017 , suggests—a hypothesis supported by  Everett et al., 2016 ), then they may 
have a basis in morally relevant considerations. The bottom line is we need more empirical 
research on the nature of moral learning before debunking worries can be dropped. 

 Whether or not this epistemic worry can be addressed, moral learning accounts seem 
rather far from the idea that our moral judgments have their source in the exercise of a 
general rational capacity to refl ect on a priori matters ( Parfi t, 2011 ). On such accounts, 
general capacities are indeed involved, but these are capacities to detect robust regularities 
in our environment. It is hard to see how such learning processes could detect the intrinsic 
wrongness of certain acts—they would at best support a broadly consequentialist reading 
of deontological intuitions (see e.g.  Railton, 2017 ). However, experience can play a role 
in a priori refl ection—we may need relevant experience (and hence, learning) to properly 
comprehend  the content of fundamental moral principles, principles that can nevertheless 
be known without reliance on evidence from experience. Whether emerging accounts of 
moral learning are compatible with this picture remains to be seen.  

  7. Concluding Remarks 

 While scientifi c theorizing about morality has a long history, the CSM is a fairly new fi eld. 
The approaches that have dominated it in the fi rst decade of this century already seem out 
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of date or at least in need of major revision while exploration of alternative directions (e.g., 
relating to moral learning) have only started. We have tried to give a reasonably up-to-date 
survey of the key theories and fi ndings in the area, though, inevitably, there is also a lot of 
interesting work we had to leave out. What does seem clear, however, is that we are see-
ing a rapid advance in the scientifi c understanding of moral psychology. It is unlikely that 
this growing understanding will leave moral epistemology unchanged, and we have tried 
to trace some of the key connections. There are no simple knock-down arguments from 
fi ndings in psychology and neuroscience to exciting moral conclusions. An argument from 
such fi ndings to any kind of interesting moral conclusion will need some philosophical 
premises, and these will often be controversial. But this doesn’t show that such fi ndings are 
irrelevant to moral epistemology. Arguments deploying such premises will be controversial 
and open to question—which is just to say that they will be no different than most argu-
ments in moral epistemology.  

   Notes 

    1.  One of us argues elsewhere ( Demaree-Cotton, 2016 ) that support for one popular kind of 
skeptical argument for the general unreliability of moral judgment on the basis of results from 
cognitive science—namely, skeptical arguments appealing to fi ndings that moral judgments are 
infl uenced by morally irrelevant ways of presenting information—has been overstated.  

    2.  These models are also discussed in Chapters 1, 2, 5, 6, 7, 8, 9 and 16 of this volume.  
    3.  The interaction of emotion and reasoning is also discussed at length in Chapter 7 of this 

volume.  
    4.  Moral learning is also discussed at length in Chapter 6 of this volume.  
    5.  For further discussion see Chapters 13, 17, 18 and 19 of this volume, where a variety of concepts 

of epistemic justifi cation are analyzed along with the relation of reliability to them.  
    6.  On externalism about moral justifi cation ( Shafer-Landau, 2003 ), unreliability may directly entail 

lack of justifi cation. On internalism, unreliable moral judgments may be justifi ed if we aren’t 
aware of this unreliability.  

    7.  These views can take very different forms e.g.  Arpaly, 2003 ;  Hills, 2010 . See too Chapter 25 of 
this volume, where Hills argues that moral worth depends on understanding the reasons why 
what one is doing are good, moral, or just.  

    8.  See  Dennett, 2006 , on the personal/subpersonal distinction.  
    9.  See Chapters 13 and 14 of this volume for skeptical philosophical perspectives on such demon-

strations of unreliability/reliability.  
    10.  E.g.,  Berker, 2009 ;  Kamm, 2009 .  
    11.  E.g.,  Alston, 1995 ;  Comesaña, 2006 . See  Beebe, 2004 , for an explicit argument for the relevance 

of psychological processes over physical realizers.  
    12.  Cf.  Davis, 2009 , 35.  
    13.   Beebe (2004 ) and  Davis (2009 ) appeal to multiple realizability to argue that belief-forming pro-

cesses should be specifi ed psychologically, not physically.  
    14.  We qualify this with “in a given context” because it is possible for a given psychological process 

that is reliable in one context to be unreliable in another context; in such a case you might have 
the same neural process supporting a psychological process that is reliable in one context but 
unreliable in another.  

    15.   Greene (2016 , 132, and fn.9) criticizes  Berker (2009 ) for assuming Greene attempts to draw 
normative conclusions from neuroscience directly.  

    16.  For further discussion of why neuroscientifi c fi ndings are of limited normative signifi cance see 
 Kahane, 2016 . The work of Kohlberg and his students and colleagues is discussed in Chapters 1, 
2, 5 and 6 of this volume.  
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    17.   Dwyer, 1999 ;  Harman, 2008 ;  Hauser et al., 2008 ;  Mikhail, 2007 ,  2011 . See too Chapter 2 of this 
volume.  

    18.   Haidt, 2001 ,  2012 . See too Chapters 1, 2, 7, 8, 9 and 16 of this volume.  
    19.   Greene, 2008 ,  2016 ;  Greene et al., 2001 .  
    20.  Other approaches defending the centrality of immediate emotional responses are  Nichols, 2002  

and  Prinz, 2006 .  
    21.  E.g.,  Greene et al., 2004 , 389;  Greene & Haidt, 2002 , Box 1. For an argument for many such 

modules, see Chapter 9 of this volume.  
    22.   Bzdok et al., 2015 ;  Greene, 2015 ;  Greene & Haidt, 2002 ;  Schaich Borg et al., 2006 ;  Young & 

Dungan, 2012 .  
    23.  See previous note. Also,  Greene, 2015 , 198; Pascual et al., 2013.  
    24.  See especially  Haidt & Joseph, 2011 , 2118–2119.  
    25.  A similar hypothesis is defended in Chapter 2 of this volume.  
    26.  Street’s argument is discussed at length in Chapter 12 of this volume.  
    27.   Parfi t, 2011 , 492–497. See also  de Lazari-Radek & Singer, 2012 .  
    28.  See Chapters 10 and 11 of this volume for the relevant history.  
    29.  See Chapter 17 of this volume on moral perception and Chapter 18 on intuitions; both chapters 

analyze the role played by emotion in moral judgment. See too Chapter 7 of this volume on 
emotion and reasoning more generally.  

    30.  The TPJ is sometimes referred to as the pSTS.  
    31.   Decety & Cacioppo, 2012 ; also,  Gui et al., 2016 ;  Yoder & Decety, 2014 .  
    32.  See previous note.  
    33.  See  Li, Mai & Liu, 2014 .  
    34.  See  Elliott et al., 2011 , for a review.  
    35.  Similarly, see  Rand et al., 2014 .  
    36.  See  Railton, 2017 , especially 5.2.  
    37.  See  Saunders, 2015 , for a critique of accounts of moral reasoning in the CSM.  
    38.  The defi nition of “innateness” is a vexed issue in cognitive science. See  Griffi ths, 2009 .  
    39.  Evidence for normative understandings among chimps and other primates (Chapter 3 of this 

volume) opens up the possibility that aspects of moral cognition are both evolved and learned 
(i.e. naturally selected and culturally transmitted). For a general overview of the evolution of 
human moral psychology, see Chapter 9 of this volume.  

    40.  See Chapters 12 and 13 of this volume.  
    41.  See Chapter 9 of this volume for evolutionary explanations of moral intuitions about family 

obligation, incest, and a suite of phenomena related to cooperation.   
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ity, see  Haidt, 2001  (for Haidt’s social intuitionist model) and  Graham et al., 2012  (for moral 
foundations theory, a development of the SIM approach); Greene (2008, 2016) (for Greene’s 
dual-process theory and his argument that evidence for the theory has implications for normative 
ethics); and  Dwyer, 1999 , and  Mikhail, 2007  (for introductions to the universal moral grammar 
approach). For arguments criticizing Greene’s claims regarding the relevance of neuroscience 
to ethics, see  Berker (2009 ) and  Kamm (2009 ), as well as Kahane (2014, 2016). See Suhler and 
Churchland (2011) for the claim that neuroscientifi c and neurobiological evidence counts against 
psychological claims made by Haidt’s work, including those regarding domain-specifi city and 
innateness, and see Haidt and Joseph’s response (2011) for the argument that neurobiological 
evidence cannot refute their psychological theory. See  Huebner (2015 ) for an argument that the 
functions performed by the brain in moral judgment cannot be classed as either “emotional” or 
“cognitive”. See  Railton (2017 ) for an in-depth overview of current neuroscientifi c and other 
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evidence pertaining to new moral learning approaches and an argument that they may vindicate 
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